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This work introduces the VG-SSL framework, a versatile platform for integrating and 

benchmarking diverse self-supervised learning (SSL) methods in representation learning 

for visual geo-localization (VG).

• GeoPair: A geo-related pairing mechanism for effective representation learning.

• Data Augmentation: Constructs negative samples to avoid mode collapse in SSL.

• Projection Layers: Utilized in training but omitted in inference.

• Performance: Contrastive Learning(SimCLR, MoCov2) and Information Maximization 

(Barlow Twins, VICReg) methods outperform Self-distillation (BYOL, SimSiam) in VG.

• Comparison to Triplet Loss: Selected SSL methods show overall better performance and 

produce more condensed heatmaps due to differing objective functions.

Github Link


	Slide 1

